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REVIEW OF EDGE DETECTION ALGORITHMS FOR APPLICATION  

IN MINIATURE DIMENSION MEASUREMENT MODULES 

Continuous improvement of semiconductor chip technology allows more and more complex functions to be 

performed by an increasing number of modules with limited space and power. The deep miniaturisation and cost 

reduction of such modules has a positive impact on their application areas. They can be used, for example, inside 

machine tools for dimensional inspection of workpieces or deformation of the tool tip. Modules of this type must 

contain as many standard components as possible and, in particular, a processing unit responsible, among other 

things, for processing the optical sensor signal. For this reason, this study reviews and compares algorithms for 

object edge detection useful in embedded systems based on standard single chips, cores based on Cortex-M4F. 

The complexity of processing and the quality of algorithm output data was analysed. The results of experimental 

studies are presented. It was found that the required processing times significantly reduce the use of single chip 

embedded systems only for edge detection on small images. 

1. INTRODUCTION 

The functionality of the camera modules increases with every improvement in 

semiconductor technology. Such modules are currently used e.g. in many fields of robotics 

and mechanics [1], medical image analysis [2], geographical sciences [3], measurements or 

even sport [4]. The main applications in mechanics include tool deformation monitoring [5], 

tool wear monitoring [6] and measurements of small objects. For these applications the most 

difficult and demanding is the analysis of the signal from the camera sensor. Usually an 

important part of this analysis is an edge detection algorithm. This technique allows to find 

boundaries of different objects in the image [7]. Thanks to this, an object can be recognized, 

classified or measured. In general, the available algorithms are computing intensive. FPGA, 

ASSP or ASICs are usually used for embedded applications [8]. Nowadays, edge detection is 

becoming so popular mainly due to easy access to cheap and efficient 32-bit microcontrollers 

capable of efficient signal processing. 
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Due to the complexity of the topic, many techniques have been implemented to develop 

an optimal edge detection algorithm [9–13]. These techniques use filters to recognise edges 

as a sudden change in grey scale pixel intensity. Most of the edge detection operators are 

gradient operator, Laplacian operator or Laplacian-of-Gaussian operator. Generally, in these 

algorithms, edge pixels are defined as those where the first-order derivative of the pixel 

intensity value exceeds a certain threshold or the second-order derivative of the pixel 

intensity value passes through zero. These methods, although simple and not requiring 

intensive calculations, have disadvantages such as susceptibility to noise causing edge 

fragmentation or a limited number of types of detected edges. A number of algorithms 

solving these problems can be found in the literature, based on optimal filtration [14], 

residual analysis [15] fuzzy logic [16] and anisotropic diffusion [17]. Unfortunately, most of 

them are based on the assumption that the edges in the image are edges of gradual intensity, 

which is not true for many profiles in real applications. For this reason a class of cost 

function algorithms was developed and described [14, 18]. 

The article reviews and compares selected edge detection algorithms suitable for use in 

32-bit single chip microcontrollers, i.e. Canny, Marr-Hildreth and Fuzzy Logic. For compa-

rison, a mathematical algorithm using a genetic cost minimization algorithm for edge 

detection has also been implemented.  

The tests described in this article were carried out on a fairly simple and cheap Cortex-

M4F core based on a single chip microcontroller clocked at 100 MHz. The core consists of  

a single-precision floating point FPU used in the tests. The calculations were made on the 

example image shown in Fig. 1 with the target application of the object measurement. 

Depending on the algorithm tested, two versions of the image were analysed – with and 

without backlighting. The analyzed algorithms were written in ANSI C and compiled using 

the same compiler and linker settings. 

2. CANNY EDGE DETECTORS 

Canny detector first described by J. Canny [9] is now commonly used edge detection 

algorithm. For the proper operation it was decided to implement procedures given in [10]. 

First the image was blurred to filter out noises. For this operation a Gaussian blur kernel 

was generated with the use of formula 

 

𝐺𝜎 =  
1

√2𝜋𝜎2
exp (−

𝑚2+𝑛2

2𝜎2
) (1) 

 

Where:  m, n are ordinal numbers and  is a parameter.  

In the next step the blurred image gradient was calculated. For this purpose the image 

was convolved with the Prewitt masks [19] with the use of formula  

 

𝑦[𝑚, 𝑛] = 𝑥[𝑚, 𝑛] ∗ ℎ[𝑚, 𝑛] = ∑ ∑ 𝑥[𝑖, 𝑗]ℎ[𝑚 − 𝑖, 𝑛 − 𝑗]∞
𝑖=−∞

∞
𝑗=−∞  (2) 

 

The Prewitt kernels for horizontal Gx and vertical directions Gy were defined as  
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𝐺𝑥 = [
−1 0 1
−1 0 1
−1 0 1

] ; 𝐺𝑦 = [
−1 −1 −1
0 0 0
1 1 1

]. (3) 

 

Calculated gradients were combined into one matrix with the formula 

 

|𝐺| = √𝐺𝑥
2 + 𝐺𝑦

2 . (4) 
  

 For every pixel of the image an angle of gradient was checked. The angle was 

calculated as the arctangent of Gy to Gx ratio. Pixel value was compared with its two 

neighbours along the proper direction. If the pixel didn't have the highest value, then its 

value was set to 0.  
 

 

Fig. 1. The original image in greyscale. For the calculations the image resolution was scaled down to 30×30, 60×60, 

90×90, 120×120 or 150×150 pixels 

In the last step of the procedure every pixel of the image was compared with low and 

high thresholds (set as parameters). If the pixel value was lower than the low threshold, then 

the pixel was set to “Non Edge”. For the pixel value between the low and the high 

threshold, the pixel was set to “Weak Edge”. In the other cases the pixels were classified as 

“Strong Edge”. In the last step, “Weak Edges” with connection with “Strong Edges” were 

classified as “Strong Edges”. The others were set as “Non Edge”. 

 
20                                          100                   150           200 

Fig. 2. Canny detector results for following parameters: no backlight, low threshold = 10,  

high threshold  = 20; 100; 150; 200 

The original picture is shown in Fig. 1. In Fig. 2 there are shown results of the edge 

detection with different high threshold values – from 20 to 200. The higher value of the 

threshold was set, the cleaner picture of the edges was obtained yet still the quality was not 
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good. A significant improvement was observed when lower threshold was modified. It is 

shown in Fig. 3. Also the presence of white backlight helps improving the amount of visible 

details – see Fig. 4. 

 
               30                                         70                   90                   130 

Fig. 3. Canny detector results for following parameters: no backlight, low threshold = 30; 70; 90; 130, 

high threshold = 200 

 

 
    10; 120                          70, 120           10; 200   70; 200 

Fig. 4. Canny detector results for following parameters: white backlight, no blurring, low threshold = 10; 70; 

high threshold = 120,200 

The algorithm was also tested for speed of calculations on the Cortex-M4F based 

single chip microcontroller. The chart of the dependence of processing time on the image 

size with the FPU usage as parameter is shown in Fig. 5. For very small input images the 

processing time keeps below the useful value of 2 seconds. For larger, but still quite small 

images the processing time rises beyond 3 seconds. 
 

 

Fig. 5. Canny Edge Detector: time of calculations vs size of picture with and without FPU 
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As shown in Fig. 5, the Canny Edge Detector gives accurate, narrow edges and is quite 

fast for small input images. There is no big difference in calculation time when comparing 

work with and without FPU – it is only 20 ms difference for a 150×150 pixel image.  

The algorithm can be tuned with threshold parameters to avoid detection of false edges. 

3. MARR-HILDRETH EDGE DETECTOR 

In the Marr-Hildreth MH algorithm [20] implementation the image was first con-

volved with the Laplacian of Gaussian function known for its shape as Mexican hat wavelet.  

The LoG kernel was calculated with the formula  

 

∇𝑔(𝑥, 𝑦) =
−1

𝜋𝜎4
(1 −

𝑥2+𝑦2

2𝜎2
) 𝑒𝑥𝑝 (

−(𝑥2+𝑦2)

2𝜎2
) (5) 

 

Afterwards the processed image was filtered and checked for zero crossing between 

neighbouring pixels. If there was a zero crossing and the difference was higher than defined 

threshold then the pixel was classified as the edge. 

As it is shown in Fig. 6 and 7 the MH detector was not functioning properly without 

the backlight. Only after applying the light source behind the scene, the edges of the object 

were properly detected. Also the proper setting of the settings was important.  

 
   5         7           9       11 

Fig. 6. MH detector results for following parameters: no backlight, LoG size = 5;7;9;11,  = 1.4, threshold = 0 

 

 

 
0          5           10    15 

Fig. 7. MH detector results for following parameters: white backlight, LoG size = 9,  = 1.5, threshold = 0; 5; 10; 15 

 Figure 8 shows the measured computational performance of the MH algorithm with 

and without a hardware FPU. Compared to Canny's detector, MH was faster with the 
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hardware FPU but slower with programmed floating point calculations. Also the Marr-

Hildreth algorithm did not give as accurate and narrow edges as the Canny detector. 
 

 

 

Fig. 8. MH: time of calculations vs size of picture with and without FPU 

4. FUZZY LOGIC EDGE DETECTOR 

 The third type of detector implemented was based on the so-called fuzzy sets theory 

introduced by Lofti A in 1965. Zadeh [16]. This method performs mathematical and logical 

reasoning based on approximations and not on sharp values. This technique significantly 

reduces the complexity of problems where constant values cannot be reached or predicted. 

Based on [21] the input image is first blurred and then the sets are checked using coded 

rules and a sharp output is generated on this basis. 

  

Fig. 9. Contrast adjustment: input (a) and output (b) membership functions [21] 

a) 

b) 
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 In the first stage of this algorithm, the image contrast has been enhanced based on  

a fuzzy logic approach. Figure 9 and 10 shows the affiliation function for assigning output 

pixel intensity values to the input pixel value. The affiliation function is used for edge 

detection. In this algorithm, the only adjustable parameter was the threshold above which 

the pixel was classified as a slope.  

 

Fig. 10. Fuzzy Logic Edge detection: input (a) and output (b) membership functions [21] 

 

 
                             5                                90    170          250 

Fig. 11. Fuzzy logic approach results for threshold = 5; 90; 170; 250 without backlight 

 

 
                       5                                  90                            170                         250 

Fig. 12. Fuzzy logic approach results for threshold = 5; 90; 170; 250 with backlight 

The results obtained using the fuzzy logic method are shown in Fig. 11 and 12.  

The quality of detection was strongly dependent on the threshold value, but it was not 

possible to obtain such good results as in the case of other methods. The image processing 

time was also much longer than in the previously described methods. The advantage of this 

detector was the correct detection of edges in images of different contrast without 

reconfiguration of parameters. 

b) 

a) 
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Fig. 13. Fuzzy Logic approach: time of calculations vs size of picture with and without FPU 

5. COST FUNCTION EDGE DETECTOR 

 The algorithm of edge detection as a function of cost is not deterministic, in contrast to 

the above described, i.e. the same input may have a different output. It has been 

implemented based on [22]. In this method, not only the punctual presence of pixels in the 

edge is taken into account, but also the structure of adjacent pixels. The algorithm is able to 

correctly detect even fragmented or detached edges. Another important advantage of this 

method is that it does not assume a predetermined edge concept in terms of differences 

between regions on both sides of the edge, so it is possible to detect different types of edges. 

The cost minimisation function uses information from image data, but also from the local 

edge structure. The main problem with this approach is the very large number of possible 

solutions equal to 2P, where P is the number of pixels in the image. 

The Cost Function algorithm is divided into several steps. First, the differences 

between the image regions are detected and amplified with a special function to measure 

these differences. Then five cost function elements (factors) such as the cost of curvature, 

the cost of region dissimilarity, the cost of number of edge points, the cost of fragmentation 

and the cost of edge thickness are defined. In the next step, the cost function, i.e. a linear 

combination of cost factors, is minimised using a simulated annealing algorithm [23]. 

Simulated annealing is a stochastic optimisation technique derived from Monte Carlo 

methods in statistical mechanics. 

 
Curv = 20         Fragn = 0    Thick = 1 

Fig. 14. Cost function approach: different weights of cost factors. Edge curvature weight set to 10 (left), fragmentation 

weight set to 0 (central), edge fragmentation weight set to 0 (right). Final temperature set to 0.2 degrees 
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                  0.1                             0.2                              0.3                              0.4 

Fig. 15. Cost function approach results – influence of initial temperature on the simulated annealing algorithm. 

Temperature values from the left respectively: 0.1, 0.2, 0.3, 0.4. 

 

 

 

Fig. 16. Cost function approach results – time of calculations vs size of picture with and without FPU 

 The results obtained using a cost-function approach are shown in Figs 14 and 15. The 

temperature value is a parameter. It possible to obtain high quality of the edge, but the 

detector is incomparably slower than others, due to the huge number of operations 

performed by the algorithm (Fig. 16). The advantage of this detector is that the user can 

easily configure edge properties. The calculation time with and without FPU is very similar, 

but since the algorithm is not deterministic, the calculation time for the same input image 

may vary.  

6. COMPARISON OF ALGORITHMS 

 The performance of the algorithms was additionally compared in the application  

of object size measurements. On the original object shown in Fig. 1, three dimensions were 

selected, as shown in Fig. 17. After applying the edge detection mechanisms, all three 

dimensions were read as the distance between the detected edges, internal and external.  

As the line thicknesses rarely had a single pixel width, the final dimension was therefore the 

average of these two values.  

The results for all detectors are aggregated in Table 1. The error presented is the sum  

of the differences between the real size of the object measured by the calliper (Real column 
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in Table 1) and the average of the various digital measurements made on the detected edge 

images. The source of the images were 5 different photos of the same object. These photos 

were taken with the same camera in similar conditions. 

 

Fig. 17. Parts of the original image selected for measurements. Three openings A, B and C were chosen  

for comparison 

Tab. 1. Differences  with standard deviations between mean values of measured dimensions A, B and C and the 

real value measured with a calliper for each algorithmIndex denotes the algorithm:  

ca – Canny, mh – Marr-Hildreth, fu – Fuzzy Logic and co – Cost Function 

 Real [mm] ca [mm] ca 

[mm] 

mh 

[mm] 

mh 

[mm] 

fu 

[mm] 

fu 

[mm] 

co 

[mm] 

co 

[mm] 

A 128.0 –3.5 1.6 –3.6 1.5 –4.2 2.0 3.2 1.4 

B 25.1 1.8 1.5 3.3 1.4 2.5 1.2 1.1 0.2 

C 27.0 –0.5 0.4 0.6 0.3 –0.5 0.5 1.0 0.3 

 

For straight comparison of the edge detection comparison we used a Summary Error 

measure defined as 

  

𝑆𝐸𝑥𝑥 = |𝐴𝑅 − 𝐴𝑥𝑥| + |𝐵𝑅 − 𝐵𝑥𝑥| + |𝐶𝑅 − 𝐶𝑥𝑥| (6) 

 

where index R denotes real values and index xx the indexes of the algorithm like in Table 1. 

The calculated summary errors are shown in Fig. 18. 

 

 

Fig. 18. Comparison of the performance of the reviewed algorithm in the object size measurement 
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The cost function detector seems to be the best solution for the assessment method 

used. Considering the speed of execution, the most optimal choice would be Canny's method. 

The biggest error is generated by the MH algorithm, probably because of the thick edges. It 

should be stressed that the Fuzzy Logic Approach is the only algorithm that has failed to 

detect all edges of an object. 

7. CONCLUSIONS 

Edge detection tests for microcontrollers based on Cortex-M4F were carried out on 4 

different algorithms. The first two (Canny and Marr-Hildreth) work best using a hardware 

floating point unit, while the other two can be used for microcontrollers without FPU. The 

quality of edge detection in the fuzzy logic approach was weakest. Other methods, with 

optimal parameter setting, gave similar output results. The difference was in processing time-

Cost Function approach was much slower than Canny and MH methods. For the 32-bit 

Cortex-M4F, Canny and MH edge detectors seem to be the optimal choice. The first one is 

slower but gives an image with thinner edges, which allows for more accurate measurements 

of the detected objects.  

The tests carried out prove that the selected 32-bit microcontroller core can be used in 

various camera-based modules, e.g. to detect object dimensions or shapes. The quality  

of edge detection can be high, but on rather low resolution images. In the case of high-

resolution cameras, a much larger processor is required. 
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